3.1 Introduction

While solving linear systems of equations, a new notation was i
reduce the amount of writing. For this new notation the word matrix was fipy
the English mathematician James Sylvester (1814 — 1897). Arthyr-
(1821 - 1895) developed the theory of matrices and used them ip
transformations. Now-a-davs, matrices are used in high speed computers ang
other various disciplines. Q’) :

The concept of determinants was, u
Japanese mathematician Seki Kowa (1 108) and the German
Gottfried Wilhelm Leibniz (1646 - ) are credited for the iny
determinants. G. Cramer (1704 — ‘@) employed the determinants s
solving the systems of linear e l@'ﬁ

y Chinese and Japanese

A rectangular array o bers enclosed by a pair of brackets such as:

g/ [2 3 0]
=3 (i) L =8 4 i
-5 4 7 - 326 (11)
41 -1

is called a matrix. The horizontal lines of numbers are called rows and the

lines of numbers are called columns. The numbers used in rows or columns
o be lh:tutriuinrelﬁmcntuofﬂ're matnx.
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generdlly: # bracketed rectangular array of dloments
3, - ﬂ)t lﬂ'llllsﬂd inmm“. 'u“‘l-!.-'.-.-.,ﬂl
j!l.z seney lllndncnlumm such as:

(@, a, a, - Ay

F]

G, a, a, ‘' a

(i)

a, 4, d, " oa,

i;m""-'d an m by n matrix (written as mx n matrix),

mxn is called the order of the matrix in (iii). We usually use capital letiers
achas A, B. C. X, Y. elc., o represent the matrices and small letters such as @, b, cl

ity Gy Byzs @raeveres elc., o indicate the entnes of the matnces

Let the malnx i (i) be denoted |‘ly A. The "§nd the jth column of A
yre indicated in the following tabular r-:prc—::c:—:utulinp'\r)

fthc%?
e oo ]
a, da; ”n(b' a,, a,
‘-ll'-\.. l‘.‘i‘--‘ @ b {;:u o ﬂ‘:"
by &Q?] el ﬂ,.r een
A= Q/ : '

(4P eee M, DA ¢ P

1

. Liv)

ithrow —| a 4,

""l"‘ saw ”_| & m.‘

“ﬂlf rIiuf
of A are ay Gz 43 -~ a; o G while the
a,, . We note that a,1s
scripls are useful 0
,, position in the

The elements of the ith row

dements of the jth column of A ar€ @i, ds, Hf{_l;-*-d;uhh t
bc clemmeat of the #th row and jth column of T'tlwf:lemem 7 is at
name the elements of the matrices. For example,

Matrix Ay w13 ‘For convenience. we shall write
-5 4 7 .

e z. e

A=&a]—uurﬁ=kﬂ]‘ fﬂr'_li .

p . % (_‘,Dll_l__mn ﬂfA-
415 the element of the ith row wﬂw_edumtedzone-ﬂﬂm

the matrix A as'

”:j =1, 2, 3.....0% where
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-A Textbook of Algebra and Trigonomelry

The clements (entries) of matrices need not always be numbers by
study of matrices, we shall ke the clements of the matrices from &, or frg

Row Matrix or Row vector: A matrix, which has only one row, i.e.,a |xnp
the form [u,, 4y @5 - u,_,] is said to be a row matrix or a row vector.

Column Matrix or Column Vector: A matrix which has only one colyg

[~ |
H'“

Y
an mx< | matrix of the form | ay |15 sawd 1o be a r.:nlw matrix or a column

bl S _d

Vv :
For example [1 -1 3 “C?/gw matrix having 4 columns and |~
S |

Rectangular Matrix: \h)n. then the matrix 1s called a rectangular mal

column matrix having 3 rows.

order mxn. that matrix in which the number of rows is not equal
number of columns, is said 10 be a rectangular matrix. For example;

- =

2 -3 0

2 3 1 11 2 4 :
and} are rectangular matrices of orders 2x3 and
-10 4] I3 -15 _

LU | 2 |

respectively.
Square Matrix: If m = n, then the matrix of order mxn is said to be a 5‘1“’3
of order n or m. i.c., the matrix which has the same number of rows and colf

M
L

|
|
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Chapter 3: Matrice: and Determinants

1 1 2 -
. 25
called a square marix. For example; [[]].[_I 6]“!1 2 -1 8|are square
3 5 4

matrices of orders 1, 2 and 3 respectively.

Let A=[a Jbe a square matrix of order n. then the entries
Gy« @xe @y - d lom the principal diagonal for the matrix A and the eatries
Gy« Gypqs @i e o @, ,.a, form the secondary diagonal for the matrix A. For

r -

d'l ﬂi: i, ﬂ'.;

ﬂ. ',— "‘1 ﬂi. & i L
example. 1n the matrix S T - T 7L the entries nf%@papul diagonal are
@, Oy dyy Gy .

i;l_ a. a, a,, /L{O
dy1.@22.d3:. a4 and the entries of the secondary widl are @, .a. a4,

The principal diagonal of a square n M@{ll%ﬂ called the leading diagonal or
main diagonal of the matnx 22)

Diagonal Matrix: Let A = a | hﬁ@h‘ matrix of order a.

If @, = 0 for all 1= ) add atNedst one ¢, 20 for | = j, that is, some elements of

the principal diagonal of A may be zero but not all, then the matrix A is called a

diagonal matnx. The matnces

N 10 0 0 )
| O 0O .
0.1 @0 diagonal matnces
' 7 are di ;
lﬂ'l“' B 0o o0 2«0
e &9 000 4

Sealar Matrix: Let A = [o, |be a square matrix of order .

If a; = 0for all i # jand a;; = k (some non-Zero scalar) for all { = j, then the

M&k:ﬂulnhmuiwdﬂn.ﬁlwi

crmamas sels veataATARE COIM
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0 3 0 Of . alar matrices of order 2,

Let A=[a,] be a squarc matrix of order n,
then the matrix A is called a unit matrix op
it is of the form:

Unit Matrix or Identity Matrix:

] Ni=j
f(l'llli#jl.ndﬂﬂ=lfnln '
matrix of order n. We denote such a matrix by /, and

i 0 - 0

| 0O
o100

L={0 0 1 0
L %

) 0 0 o 1)
' o) .

ix of order 3 | tis, r=10 10
The identity mﬂlﬂ.‘tnfuﬂhl‘.‘lhl@ by /s thats. [y *_” 3 |

Null Matrix or Zero Matrix: \t: or rectangular matrix whose each

zero, is called a null or Zerc @m.u—. An pxn matrix with all its clements

zero, is denoted by {?6 ull matrices may be of any order. Here

examples:
[n 0000

olfo o n].[“ y “] [:i ::] 0ljo 0 0 0

00 0
o(l0 0 0 0O

O may be used to denote null matrix of any order if there is no co
Equal Matrices: Two matrices of the same order are said to be equal
corresponding entries are equal. For example, A = L ]_ cand B= E',, L“
ie. A=Biff a=b fori=1,23,....m,j=123....n In other words,
represent the same matrix,
3.1.1 Addition of Matrices

Two matrices are conformable for addition if they are of
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- Chapir 3: Mawices and Deserminars -

The sum A + Bof two m = n matrices A = [ay] and B = [by) is the m x n matnx
¢ = [cy) formed by adding the corresponding entries of A and B together. In symbols, we
write as C = A + B, thatis: [¢;] = [w, + b))
where ¢y =ay+ &, for i=1.2.3...mand j = 1.2, 3.7

Note that a;, + b, is the (i, j) th element of 4 + B.

If A is a matrix of order mxn then an 71 m matrix

rranspose of a Matrix:
of A It

sbtained by interchanging the rows and columns of A. is called the transpos¢
<denoted by A" If 4=[0,],..then the transpose of A is defined as:

A" =[a).., where a,=a, fori=1,2,3.....nand j=1, 2,3,....0m

1 b,. b, by Q
by b

For :umplc. if B= [b!, ]]_.. = bﬂ b::

I~

b1'| bl_ b,
B =[b' )., where b,=b, fori=1.2, @Qﬂj: 1,2,3ie.,

by, |

2nd row of B has the same entries respectively as the 2nd

Note that the
column of B'and the 3rd row of B’ has the same entries respectively as the 3rd column
of B etc.
Example 1:
-1 2 2 -1 3 e
If A—.'!’- L;. 21 5 lﬂd3=[l 3 -1 4:\.1.@@“!!1111
p -2 1 6 3 1 B :
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T
M., possesses the closure property with respect o scalar multiplication. If

ABeM,  and rs are scalars, then we can prove that  r(sA) =(rs)A,
(reNA=1A+SA. rlA+B)=rA+rB.

3,1.3 Subtraction of Matrices

If A=la,]land B=[b Jare matrices of order mxn. then we define

subtraction of B from A as:
A-B = A+ (=8)
= [ay) +[-h,]

= lay + (=b,)] = [a, - b, fori=1.2,3,...mj=123,...n

Thus the matrix A-B is formed by subtracting each emry of B from the
corresponding entry of A,

3.1.4 Multiplication of two Matrices C')Q\
Two matrices A and B are said to be con ¢ for the product AB if the
number of columns of A 1s equal to the numbe s of B.

Let A=[a,]be a 2x3 mnmré,} B=[b,Jbea 3Ix2matrix. Ihen the
product AB is defined to be the 2x

products of the correspondi
cnlumn of B. The element c,,

atrix C whose element ¢, is the sum of

ts of the ith row of A with elements of jth
is shown in the figure (A), thatis

. aya
Fig.(A)
¢, =a b“+ﬂnb:| +a,, by . Thus
AB=|% 9 |3-| b: ﬂllbu"'“ubn“‘ﬂubn a, b, +a,by +a,by
i bz' 2 ﬂnﬁu"'ﬂnb:l"'“nbn Ay by +apby + 500

a a a
21 2 n b
b!l J"\
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ES e
10 -5 0

-15

=10

6+4+0 -6+16- IS 9-24+15

=(24+3+0D -2412+0 I-18+0 [=|5 10
144140

~4+4+410 6-6-10

5 10

r /& or C, a number |A|.

known as the determinany of the matrix A

The determinant of a matrix is dep

oted by enclosing i
vertical bars instead of brackets.

The number of elemen
called the order of determinant. For example, if

uare array between
Y Tow or column is

6“ At then the determinant of

abl

'AIEC {fl- \
Its value is defj ned to be the real br: that is,
IA!—
For e l::ifA'- = and B=|' 4 then
SR, 4 3 2 gl

—

2 =1
|A|— & 5 | =(2) (3}‘(-1]{4}=6‘+4= 10
and |BI=I 4
2 8
H‘"‘““lcﬂﬂmmiumt
the two diagona,

=M @)-(4)(2)=8-8=0

ufamurixisthcdiffmunfthepmdmﬂﬂmmhiuin
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Singular Matrices
0, otherwise itis a non-singular

3.2.1 Singular and Non-
A square matrix A is singular if [A|=0

W], :
= . a singular matrix
In the above example, |H[ =)= B -[2 HJ s g

I is a non-singular matrix.

2 -
md|5|-|u=en=;4=[4 1] (Z,
3.2.2 Adjoint of a 2 x 2 Matrix

The adjoint of the matrix A @/\{nmm] by adj A and is defined
d
wia=

3.2.3 Inverse of HQ( atmt

Lzt A be a non-sihgualr square matrix of order 2. If there exists a

such that AB = BA = [,where /, —L} i] ther B is called the nultiplicative inve

of A and is usually denoted by A ™', that is,

Example 3: For a non-singular matrix A, provethat 4 = —-—ndﬂl
IAl

Solution: If A =[: :] and A'l=[p .QJ‘T}H,“:
A

www.educatedzone.com
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AA =f;-ll:lll'u,

S A

[ap~br ag+bs] [1 0]
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Chaprer 3: Hmmnm-

o H=land x, =2

(ii)  The matrix form of the system ‘l+2xz }

F R

2

2 4

- and 4= l =4-4=0,50 A"'does not exist.

Multiplying the first equation of the above system by 2. we have

2x +4dx. =8 b 2r, +4x, =12

which is impossible Thus the System has no wlun ((J

Exercise 3 S B
IIA:[: . | g,\/ 3
; }andB [ :Ithn@hﬂl
) 4A-3A=4 \n&) 3B-3A=3B-A)
P [ r' ] Q =I

3 Find x and v if

) [.1-4;3 !. [2 1 a |53 1] [y
-3 3y-4 -3 & -3 3v-4 -3 2

L dm 2 3 0 3 21 _
-L 0 3 and B = | -1 2 . Iind the following matrices:

h www.educatedzone.com
-ﬂmu-ntﬂw"'"’”"'" o

6. If A =l[l|,|] 3 show that

n AwAY=(MA 1) A+WA= +pA i) AA=
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B

240+12+0 -6-5+06+0

[ 4+1+9+40
=[2+0+12+0 140+16+4 -3+ 0+8+2
|- 6- 5+6+0 _34+0+8+2 9+25+4+]
[14 14 -5
=14 21 7
-5 7 39
(2 1 -3 2 -1 3 0
As A = -t R 9 so(A)Y =| 1 0 4 -2 whichisgq
3 4 2 _3 ’
0 -2 -=1]

Thatis. (A') = A. (Note that this rule holds for any matrix A.) a

?g_m"-'-f"‘- EIBI‘CBE3 &) -;;_ '

L

1. If A=la_],..then show that

1l.A=A i) Al, -A
r 3 Find the inverses ol lhe follow ;I[I’.’Il..i'.\
i 3 _I-I ni ml iv) o

3 Solve the fﬂllu'.l- :6 m n’r lincar nqu.ﬂmnu

"1]—1: =29 dx +111r"i - 3x-Sy=
Sx + X2 111-13 7! -244+y =-3

d}

It foad
d= I} b

[1 -1 ﬁ 2 1 -1 1 ,
4 IA=|3 2 5|.B=[1 3 4 and C=|-1I 0 |, then find
L|:144 -1 1 3

L _I

A~ B nma-A im)(A-B)-C v)A-(B=

-

- If A=[' EJJ H=[Fi I} and t'=[2i. __I . then show that
L =§ 2 i =5
1) (ABIC = A(BC) ) (A+B)C=AC+BC
6.  If A and B are square matrices of the same order. then explain why in
i) (A~B) 24" +2AB+ B’ i) (A-B)* 2A* -2AB+B’

)A+BNA-B)2A" -8B
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' CExercise 3.3 RIS G
Evaluate the following determinants.
S - S &y 2 -3
. D3 -1 -3 i) 3 6@_1 gl »
-2 1 2 -2 1 = -2 5 6
a+l a=1 «a @_3 Ra @ @
iv) |l a a+l a-=I V) 1 =3 vidlp 26 @
a-1 a a+l 4 e ¢ 2
2 Without expansion sho @0.
6 7 B </ 2 3 -l 1 2 3
i) 3 4 5|=0 i) 1 ol=0 iii)ld 5 6/=0
2 3 4 2 =3 5 7 8 ©
3. Show that ‘
a, a, G;+0| |& Gap G5 (G G2 Oh
i) a;, @y Gy t0yn|=|0y Gn Gn|*|@y 0x O
a, Gy, a;+0;5| |Gy G Uy Gy dy Oy
2 3 2 1 a=l a a
) 9 gl=0ll 1 iiy| ¢ at+t a|=rGa+D
15 1 3 § 1 u a a+l
www.educatedzone.com-
R
-Arrufnﬂ't af Algebre and Trigonomerry o= _ﬂ\
i 1 9 11 | b4c a a
iv) x v zl=|x ¥y z|V) b c+a b |=dabe
ve 2t o [ ¥y 2 ¢ ¢ a+n
-1 a lrcosd 1 —sind|
vi) ‘: ] =a' +bh \nj 0 ! 0 |=r
1l a b r'r.mqj 0 ;.m{:r|
a b+c a4+l
Vi b c+a b+o=a' +b 4’ - dahe

c a+bh L‘+ﬂ|

let + A

h

ix)

o

il

h+ A
h

i
r

{'+J..

=Aa+bh+c+ i)

(\Q}
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I Solve the following systems of linear equations by Cramer’s ryje,

2x42y+2=3 Zx,—xl+x3=5l 2;,-;!+_r1=3
i) dx-2y—-2z=1p i) 4x +2x, 435, =8} 10) 1,+2,r=+213=6
Sr+y-32=2 3x,—4x, —x; =3 X =2% —x, =1 |

2. Use matrices to solve the following systems:

X=2y+z=-| 2y, +x; +3x, =3 X+y=)
i) Jx4+y-22z=4 ) x+x-2x=0 piil) 2x-z=1
y-z= =3x, = x; + 2x, =4 2y-3z=-]

3 Solve the following systems by reducing their augmented Matrices
echelon form and the reduced echelon forms. &

X =2x, -2x, =~1 x+2y+z 5 +4x, +2x, =

) 24436+x =1 } i) 2x+, =l dii) 2x 4+, ~2x, =¢
2% —4x, =3x, =] Zl&z=9 3.tl+2.rz-2,;3 =D
4. Solve the following systcmst@lnugencuus linear equations,
| x+2}-—2z=ﬂi :r,-n-Q;bzx, =0 X =2x,—x, =0
) 2x+y+5:=0 4

i) =-3x, =0} iii) X +x,+5x, =0
x+4y+8:=0

+214_-“4.1'J ={) 2_‘[1_.1-:_'__4‘1_}___“
ollowing syste (= :
Also sclve the system for the value of J ¢ Systemshave  non-trivial solute

| J:+y+.z=(f X +4x, + A, =0)
1) i;y—ﬂ=ﬂ} ) 2x 4+x, =3x;, =0}
y=2z=0 3x,+)|.r1-4x,=ﬂl

Find i
ind the value of 2 for Which the following system does not possess a unique

Solution, Also solye the system for the value of 3

1|+4I2 +'Lti =2
21.-1'-.1‘! "21‘1 =11
31! +2-t; "'211 =16
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